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2) Basics of virtualization technology

3) Configuring and using Real-Time Hypervisor systems
4) Performance and benchmarks
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NI Real-Time Hypervisor Overview
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NI Real-Time Hypervisor

. | * Run NI LabVIEW Real-Time
/er;;lvs XP Labvmgmm and Windows XP in parallel

(J . .
. . « Partition I/O devices, RAM,
[ NI Real-Time Hypervisor ] and CPUs between OSs

l‘ @  Uses virtualization
\\ 10 RAM CPUS/ technology and Intel VT
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Benefits of the Real-Time Hypervisor

» Capability: make use of real-time processing and
Windows XP services

Applications ! ~ Determinism

Graphics ‘ J Real-Time I/O |
% ; J ]

Services Timing

L. J .

2009 NI Technical Symposium



Benefits of the Real-Time Hypervisor

» Consolidation: reduce hardware costs, wiring,
and physical footprint




Benefits of the Real-Time Hypervisor

» Efficiency: take advantage of multicore
processors effectively

Quad-Core Controller with Virtualization
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Basics of Virtualization Technology
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What Is Virtualization?

* The term: refers to abstraction of OSs from hardware
resources

* In practice: running multiple OSs simultaneously on a
single computer
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Virtualization Software Architectures

o Software: virtual machine monitor (VMM) or Hypervisor
« Two main variations: hosted and bare-metal

Hypervisor Software (VMM)

Host OS

Hardware

Hosted (VMWare) Bare-Metal (NI Real-Time Hypervisor)




How Does Virtualization Software Work?

« OSs are “unaware” of being virtualized

* Hypervisor is called only when needed

Various mechanisms for calling the hypervisor (hardware
assist with Intel VT or binary translation)

Hypervisor goal: facilitate simultaneous operation of OSs and
protect access to shared system resources
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Example: Accessing Shared I/O Devices

« OS 2 attempts to transfer data to disk
* Processor with Intel VT calls hypervisor
* Hypervisor writes to disk using its own driver

Hypervisor
Software

Kernel Driver
Intel VT

Shared Device
Disk CPU

Note: NI Real-Time Hypervisor does not typically do this;
devices are partitioned rather than shared
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Example: Accessing Partitioned I/O Devices

* NI Real-Time Hypervisor allows OSs to communicate
directly with partitioned I/O boards

N| Real-Time : LabVIEW
. Windows :
Hypervisor | Real-Time |
Driver Driver
Intel VT
= E
CPU
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Configuring and Using Real-Time
Hypervisor Systems
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Using NI Real-Time Hypervisor Systems

+ Configuration: NI Real-Time Hypervisor |- - = < -
Manager i —

« Communication: virtual Ethernet and virtual
console

* Development and Deployment: similar to
traditional real-time systems
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Assigning I/0 and RAM between OSs

&} NI Real-Time Hypervisor Manager *

File Tools Help

I Basic | Advanced

Device
7 Memory (windows: 1536MB, Real-Time; 512ME)

=2 Yirtual Ethernet
>Eﬂ InteliR) 82567LM Gigahit Metwork Connection
B8 PCI-GPIB
Eu_ﬂ P¥I Devices
= () PRI 1042
i PI-6229

f&! Set Memory Allocation

Memory Allocation

—
0 S0 1000 1500 2048
Windows (ME) R.eal-Time (ME)

[ [0]4 ] [ Cancel ] ’_ Help ]

05
Partitioned
Shared

indows

indows

Real-Time
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Demo: Configuring a Real-Time
Hypervisor System
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Booting Into the Hypervisor

NI Real-Time Hypervisor GRUB 2009 (Based on GRUB version 0.97) (623K lower /
2057152K upper memory)

Microsoft Windows

NI Real-Time Hypervisor

Use the * and 4 keys to select which entry is highlighted.
Press enter to boot the selected 0S, ‘e’ to edit the
commands before booting, or 'c’ for a command-line.
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Accessing the Real-Time Target in
NI Measurement & Automation Explorer (MAX

¥ RealTimeHypervisorTarget - Measurement & Automation Explorer
File Edit W%iew Tools Help

Confi

ion

= @ My Syskern
[l Data Meighborhood
= ﬂ Devices and Interfaces
W GPIEO (PCI-GPIE)
+) MI-DOmix Devices
PXI PRI System (NI PXI-S1100
y Serial & Parallel
44 scales
53 Software
= @ Rermote Syskemns

[@ Data Meighborhood
= ﬁﬂ Devices and Interfaces
= NI-DAOmx Devices
B NIPRI-6229: "Devl”
PXI PRI System (NI PRI-8110)
44 scales
51 Software

(D Reboot Lock | £¥Refresh L

Identification

Maodel: Fl [Hypervizar)
Serial Mumber: 480220000

MAC Address:  00:30:48:02:00:00

Mame: |F|eaIT imeHypervisorT arget

System State: Connected - Running

Camment:

[] Password-protect Resets

<@ Showe Help

IF Settingz
(=) Obkain an IP address automatically
() Use the following IP address:

Suggest Values... To Default
IP Address: 165.264.72.50
Subnet Mask:  285.265.0.0
Gateway: 0000

DMS Server 0.0.0.0

[ Halt system if TCPAP fails

[ Advanced Ethernet Settings

MNetwark Settings Spstem Setiings

==+ _onnected - Running
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Communicating between OSs

s Network Connections

Edit  View Favorites  Tools

File Advanced  Help a"

eBack = \_) L@ /':_j Search i Folders v

Address &_, Metwork Connections

&

LAN or High-Speed Internet
Network Tasks
Wirtual Ethernet

ﬁ Connecked

L3 (. 3 Inkel{R) PR 1000 Gigabit Ser. ..

[l create anew
conneckion

3 Set up ahome or small
© office network

@ Change Windows
Firewsall settings

Physical Ethernet
aConnected

See Also

“& test - HyperTerminal
File Edit Wiew Call Transfer Help

<

LabVIEW Real-TISYSTEM MESSAGE] Sustem is Shutting Down. ..
Rebooting NI-ETS. ..

This i1s MBI platform v 1.0
map_addr: 8264C map_ length 240

LabYIEW Real-Time Singlebox Boot Loader
Build Time: Jun 1 2009 14:51:18
{C) Copyright 2002-2009 National Instruments Corporation

This is MBI platform v 1.0 ..
map_addr: 8264C map_length: 240

LabVYIEW Real-Time Singlebox Executive
Build Time: Jun 1 2009 14:28:39
{C) Copyright 2002-2009 National Instruments Corporation

InitializeMSISupport.

InitializeMSISupport_ done [24701

MAX system identification name: RealTimeHyperwisorTarget
LabVYIEW Real-Time SHMP Kernel: CPU cores found: 3
Initializing network.
Device 1 - HAC addr:
APIC I/0 port: 8066

00:30:48:02:00:00 - 169.254.72.50 /16 (primary - auto)

>

£

Conmected 0:01:00

#uto deteck 115200 8-M-1 UM

Virtual Console (COM 4)



Demo: Exploring Real-Time Hypervisor
Features
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LabVIEW Development and Deployment

* Extremely similar to traditional NI real-time systems

B Project Explorer - Function Blo... |:||§||X| b HMI - Tank Fill.vi Front Panelo... |Z||E”X|
File Edit ‘iew Project

TS H G | 4 [ ) Qo ” el | m i@ III 13pt Application Font

Ttems | Files |

Operate  Tools  Window Hel File Edit View Project Operate Tools windo

b Tank Fill.vi Front Panel ... - |[O]%]
File Edit Wiew Project Operate  Tool Lﬂﬁl

|2 |&@]| @] m] | 130t Applicatiq

|

(=8 @_ Project: Function Blocks. lvproj
= B My Computer
L b [mdl HMI- Tank Fill vi

@';-'-DE' Dependencies

+é Build Specifications

= @ RealTimeHypervisorTarget {169,254,72,50)
A Tark Fillvi
[ 3 TankFill bl
E}';-'-DF Dependencies
+& Build Specifications

L

Function Blocks. lvproj/RealTimeHypervisor Targe]




Demo: Deploying an Example LabVIEW
Real-Time Application
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Performance and Benchmarks
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Interrupt Latency and Performance Impact

Real-Time

NI Real-Time
Hypervisor

I Interrupt
Communication
Request
NI Technical Symposium




Benchmarks for Single-Point DAQ
Application (Interrupts)

Maximum Loop

/0 Channels | Maximum Loop Rate with

(with PID) Hypervisor (kHz) Hyiaetﬁ,:::r?:;z)
1 11.5 25.4
4 9.3 22.6
6 7.0 12.4

Use polling to improve 1/O performance on hypervisor systems

)09 NI Technical Symposium




Benchmarks for Typical Large DAQ
Application (Polling)

Maximum Loop
Rate without
Hypervisor (kHz)

Maximum Loop Rate with
Hypervisor (kHz)

Application

Large DAQ App. 12.0 14.5

Most LabVIEW Real-Time applications running between 1 and 5 kHz will be
able to run at full rate on a Real-Time Hypervisor system
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Communication Benchmarks

Throughput on Hypervisor and Nonhypervisor Systems
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Case Study




Process Automation: Aircraft Arrestor
Test System .

 Dynamically testing a system to Automation ...
rapidly decelerate jet aircraft

« Combining real-time simulation, /0,
and user interface on one controller

 Reducing cost and footprint using
the Real-Time Hypervisor

“By consolidating the components of our real-time test system onto one controller, the NI Real-Time
Hypervisor will reduce our hardware cost and lower our application footprint.”
— Greg Sussman, Process Automation
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NI Real-Time Hypervisor Ordering
Information

 Real-Time Hypervisor and OS software preinstalled

 Supported hardware
= NI PXI-8108 and PXI-8110
= NI 3110 industrial controller




Additional Resources

NI virtualization portal (ni.com/virtualization)
= Background on virtualization technology
= Real-Time Hypervisor virtual tour

= Architecture details, benchmarks, and programming
recommendations

Notice: All trademarks are the property of their respective owners
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ni.com/virtualization

